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ABSTRACT 
Access to information that is timely and reliable is becoming increasingly important in today's fast- 
paced environment. A common format for transmitting information, PDFs frequently contain crucial 
data that must be retrieved and analyzed. Yet, it can be time-consuming anderror-prone to 
manually search through PDFs for the necessary data. In this paper, we describe a hybrid strategy 
that makes use of the capabilities of Natural Language Processing (NLP) methods to read and 
produce precise responses from PDFs. We employ k-Nearest Neighbor to locate the data points that 
are most pertinent to a particular query and Universal Sentence Encoder to convert sentences into 
fixed-length numerical vectors. We also incorporate the cutting-edge language model Open AIGPT-3 
top roduce text that is similar to that of a human being for increased accuracy. By creating the 
interactive user interface, our tool will enable the users to either upload a pdf or to provide an 
appropriate URL to ask a query. Our method makes it possible to quickly and accurately extract 
answers from PDFs in real-time applications, such as those seen in the information retrieval, legal 
,and health care sectors[1]. 
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INTRODUCTION 

In recent years, the amount of digital content has 

grown exponentially, leading to a significant 

increase in the volume of information that needs 
to be processed and analyzed. This poses a 

major challenge, as it is not feasibleto manually 
read and analyze large amounts of text data. 

Moreover, there is a growing need for effective 
tools that can help us make sense of this 

information, and provide us with key insights and 

summaries that are easy to digest and 
comprehend. 

Language models based on deep learning 
techniques have emerged as a promising solution 

to this problem. These models are pre-trained on 

large datasets of text, and can befine-tune don 
specific tasks or domains, such as book 

summarization or answering queries related to 
specific books. One of the key advantages of 

these models is thatthey can learn to represent 

the meaning and context of text, enabling them 
to generate high-quality summaries and answers 

to queries. 
Book GPT is one such language model that has 

been developed specifically for book 

summarization and query answering. The model 
is based on the GPT architecture, which is a 

state-of-the-art language model that has been 
trained on vast amounts of text data. BookGPT is 

fine-tuned on a specific book or set of books, 
which enables it to generate accurate and 

relevant summaries and answers to queries 

related to that book. 
Our BookGPT project aims to demonstrate the 

potential of this approach for enhancing the 
accessibility and usefulness of digital content. We 

believe that pre-trained language models like 

BookGPT have the potential to revolutionize the 
way we process and analyze text data, by 

enabling more efficient and effective 
summarization and analysis of books. 

In our project, we fine-tuned the GPT-3 language 

model on a specific book, and evaluated its 
performance in generating summaries and 

answering queries related to that book. We used 
a combination of pre-processing techniques and 

evaluation metrics to ensure that the summaries 
and answers generated by BookGPT were 

accurate, relevant, and useful. 
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The results of our experiments were very 

promising, showing that BookGPT was able to 
generate high-quality summaries and answers to 

queries related to the book. We believe that 
these results demonstrate the potential of pre- 

trained language models like BookGPT for 

enhancing the accessibility and usefulness of 
digital content. 

There are many potential applications of 
BookGPT and similar language models in the field 

of text summarization and generation. For 
example, BookGPT could be used by publishers 

to quickly summarize the key points of a book, 

enabling them to make more informed decisions 
about whether to publish it. It could also be used 

by researchers to quickly identify key insights and 
findings from large amounts of research papers. 

In conclusion, our BookGPT project represents a 

significant step forward in the development of 
pre-trained language models for text 

summarization and generation. By demonstrating 
the effectiveness of this approach for generating 

accurate and insightful summaries and answers 
to queries related to books, we hope to 

encourage further research and exploration of 

this promising area of natural language 
processing. We believe that pre-trained language 

models like BookGPT have the potential to 
revolutionize the way we process and analyze 

text data, enabling us to more efficiently and 

effectively extract key insights and information 
from books and other forms of digital content. 

 
MATERIALS AND METHODS 
LITERATURE SURVEY 

In [1] the authors stated that there have been 

several previous attempts to develop search tools 
for the Quran, including keyword-based search 

and concordance-based search. However, these 
methods rely on exact word matching and do not 

capture the semantic relationships between 

words in the text. QSST overcomes this limitation 
by using word embedding techniques to create a 

semantic representation of the text, allowing for 
more efficient and accurate search. In the 

context of the Quran, QSST uses word 
embedding to create a semantic representation 

of the text. The text is first preprocessed to 

remove stop words and other noise, and then 
mapped to high-dimensional vectors. These 

vectors capture the semantic relationships 
between words in the text, allowing for efficient 

semantic search. This allows users to search for 

verses that are semantically related to a given 
query, rather than simply matching exact word 

patterns. Overall, QSST represents an important 
contribution to the field of Quranic search, and 

builds upon a growing body of research on the 

application of natural language processing 
techniques to Islamic studies. 

In [2] the authors explain how the heterogeneity, 
diversity, and complexity of OGD pose challenges 

to their search and retrieval. They propose an 

ontology-based approach to address these 
challenges by representing the domain 

knowledge of OGD in a structured and formal 
manner. The paper presents the design and 

implementation of an ontology-based semantic 
search system for OGD, which uses SPARQL 

queries to retrieve relevant data based on user 

queries. The system is evaluated using a case 
study on the Canadian Open Data portal, where 

it is shown to improve the precision and recall of 
search results compared to keyword-based 

search. Overall, the paper demonstrates the 

potential of ontology-based semantic search for 
improving the search and retrieval of OGD, which 

can enhance transparency, accountability, and 
public participation in government decision-

making processes. 
In[3]the author suseanovelpre-training objective 

called masked language modeling (MLM), which 

involves randomly masking some of the words in 
a sentence and training the model to predict the 

masked words based on the context of the 
surrounding words. They also use an extsentence 

prediction (NSP) task, which involves predicting 

whether two sentences in a document are 
consecutive or not. The authors evaluate BERT 

on a variety of natural language processing (NLP) 
tasks, including question answering, named 

entity recognition, and sentiment analysis, and 

show that it achieves state-of-the-art 
performance on many of these tasks. They also 

compare BERT to other pre-trained language 
models and show that it out performs them on 

most tasks. Overall, the paper demonstrates the 
effectiveness of pre-training deep bidirectional 

transformers for language understanding and 

establishes BERT as a new state-of-the-artmodel 
for NLP tasks.  

In [4] the paper proposes that LLMs can also be 
used as knowledge bases by querying them with 

natural language questions and using the 

generated text as the answer. The model has 
been shown to be very effective at tasks such as 

language translation, question answering, and 
text completion. The authors argue that LLMs 

have several advantages over traditional 
knowledge bases, including their ability to handle 

complex queries, their vast knowledge coverage, 

and their ability to adapt to new information. To 
test this hypothesis, the authors conducted 

experiments comparing the performance of LLMs 
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to traditional knowledge bases on arrange of 

tasks, including fact checking, entity linking, and 
question answering. The results showed that 

LLMs performed as well as, or better than, 
traditional knowledge bases on most tasks. 

In [5] the authors present a methodology for 

extracting rules and guidelines from web pages 
using a combination of ontology and text mining 

techniques. The authors propose an ontology-
based approach to guide the text mining process, 

ensuring that the extracted rules are relevant and 
accurate. They also describe the use of natural 

language processing (NLP) techniques and 

machine learning algorithms to analyze the text 
on web pages and extract relevant information. 

The extracted rules are then organized and 
stored in a knowledge base, which can be used 

to provide automated decision support or 

generate reports and summaries of the rules. The 
paper concludes that the proposed methodology 

is a powerful technique for extracting valuable 
information from web pages and organizing it in 

a way that is easy to use and understand. The 
authors suggest that this approach can help 

organizations stay up-to-date with the latest rules 

and guidelines in their domain and make better 
decisions based on this knowledge. 

 
Existing System  

QSST is an innovative tool designed to provide 

users with a more effective and efficient way to 
search for specific words or phrases in the 

Quran. By utilizing word embedding technology, 
QSST is able to provide users with a more 

semantic search experience, allowing them to 

find verses that are related in meaning to the 
search term, rather than just matching the exact 

word. 
The development of QSST has been a significant 

advancement in the field of Quranic studies, as it 
offers scholars and researchers a powerful tool 

to analyze the text in a more meaningful and 

comprehensive manner. The ability to search for 
semantically related terms allows for a more in-

depth exploration of the meaning and context of 
the Quranic verses, enabling researchers to 

uncover hidden insights and connections that 

may have been overlooked in the past. 
The use of word embedding technology in QSST 

allows for a more efficient and accurate search 
process. The tool is able to identify not only the 

direct matches for the search term, but also the 
related words and phrases that may be relevant 

to the user's query.  

 
 

This helps to save time and effort in the search 

process and provides users with a more 
comprehensive understanding of the context in 

which the search term appears. 
Overall, the potential issue with QSST is that the 

system's word embedding model is trained on a 

limited corpus of text, which may not capture all 
the nuances and complexities of the Quranic 

vocabulary. This could lead to some inaccuracies 
or limitations in the search results, particularly 

when it comes to less common or obscure terms. 
Moreover, biased algorithms or incorrectly tuned 

or trained algorithms could produce incomplete 

or erroneous search results. 
 

Proposed System  
In order to overcome the drawbacks of the 

existing system, we propose a novel approach 

which is a natural language processing (NLP) 
model designed to generate responses to user 

queries from books in PDF format or as web url. 
It is based on the GPT (Generative Pre-trained 

Transformer) architecture, which is a powerful 
deep learning model that has shown excellent 

performance in various NLP tasks, including text 

generation, language translation, and question 
answering.  

BookGPT uses a fine-tuned GPT model that has 
been pre-trained on a large corpus of text data to 

generate responses to user queries. The model 

takes the user's query as input and generates a 
response based on the context of the query and 

the knowledge learned from the pre-training. 
One of the key features of BookGPT is its ability 

to generate responses that are semantically 

meaningful and contextually relevant to the 
user's query. This is achieved through the use of 

word embeddings, which are a way of 
representing words as numerical vectors based 

on their meaning and context. BookGPT uses 
pre-trained word embeddings to ensure that the 

generated responses are semantically similar to 

the user's query.  
Overall, the proposed system has the potential to 

significantly improve the user experience of 
searching for information in books by providing 

fast and accurate responses that are semantically 

meaningful and contextually relevant.  
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Fig 1: Architectural Design 

 
Approach 

Data Collection 
The data used in this project consists of books in 

PDF format that were either downloaded from 

the internet or provided by the user as a URL. No 
additional datasets were collected for this project. 

The PDF format was chosen as it is a widely used 
format for books, making it easy to obtain alarge 

number of books for testing the system. 

To obtain the PDF books, a Python script was 
used to download the books from the internet or 

from the provided URLs. The script used the 
‘urllib’ library to download the books. 

It is important to note that the books used in this 
project were chosen randomly and no selection 

bias was introduced. The data used in this 

project is publicly available and no personal or 
private data was collected. The use of publicly 

available data ensures that the results are 
reproducible and can be validated by other 

researchers. 

Overall, the data collection process for this 
project was simple and involved obtaining books 

in PDF format from the internet or provided by 
the user as a URL. 

 

Data Preprocessing 
 Data preprocessing is a crucial step in any 

natural language processing (NLP) task. The 

goal of preprocessing is to clean and 
transform the raw text data into a format 

that can be easily consumed by machine 
learning models. In this project, we perform 

the following preprocessing steps: 

 Downloading and extracting PDF file: 

The first step in preprocessing is to 

download and extract the PDF file. We use 
the ‘urllib. request’ library to download the 

file from the given URL or use the local file if 
it is available. Then, we use the ‘fitz’ library 

to extract the text from the PDF. 

 Cleaning the text: 

The extracted text often contains noise such 
as extra white spaces, new lines, and special 

characters. We clean the text by removing 
all the extra white spaces, new lines, and 

special characters, and then replace them 
with a single white space. 

 Splitting the text into smaller chunks: 

To make it easier for the model to process 

the text, we split the text into smaller 
chunks of fixed length. This also helps to 

reduce the computational cost during 
training and inference. We split the text into 

chunks of ‘n’ words and assign a page 

number to each chunk to keep track of the 
original document structure. 

 Encoding the text: 

We use the pre-trained Universal Sentence 
Encoder (USE) from Tensor Flow Hub to 

encode the text chunks into fixed-length 
vectors. The USE model generates a n-

dimensional vector for each chunk, which 

represents its semantic meaning. 
 

Feature Extraction 
Feature extraction is the process of transforming 

raw data into a set of features that can be used 

for analysis. In the case of natural language 
processing (NLP), feature extraction involves 

converting text data into a numerical 
representation that can be used by machine 

learning algorithms. The goal of feature 
extraction is to capture the most relevant 

information in the text data while reducing the 

dimensionality of the data. 
One of the most common approaches to feature 

extraction in NLP is the bag-of-words model but 
it has some limitations, such as not capturing the 

semantic meaning of words or taking into 

account the order in which they appear. Another 
approach to feature extraction is using word 

embeddings. Word embeddings are dense vector 
representations of words in a high-dimensional 

space, where words that are semantically similar 

are close together in the space. 
In this project, we use a pre-trained Universal 

Sentence Encoder model from TensorFlow Hub 
for feature extraction. The Universal Sentence 

Encoder is a deep neural network that encodes 
sentences into a fixed-length vector 

representation, capturing both the syntax and 
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semantics of the sentence. The model has been 

trained on a large corpus of text and can be used 
to encode any English sentence into a n-

dimensional vector. The resulting vectors can be 
used as features for a wide range of NLP tasks, 

such as text classification, clustering, and 

information retrieval. 
 

Model Building 
After preprocessing and feature extraction, the 

next stepis to build the model for semantic 
search. In this study, weused the Universal 

Sentence Encoder (USE) developed by Google, 

which is a pre-trained deep neural network for 
encoding text into high-dimensional vectors that 

can be used for various natural language 
processing tasks, including semantic search. 

To build the semantic search model, we used the 

scikit-learn library, which provides an 
implementation of the k-nearest neighbors(KNN) 

algorithm. KNN is anon-parametric algorithm that 
can be used for both classification and regression 

tasks.In this study,we used it for the purpose of 
finding the most similar chunks of text to a given 

query. 

To fit the KNN model, we used the ‘fit’ method of 
the‘Nearest Neighbors’ class froms cikit-learn. 

The method takes as input the embeddings of 
the text chunks, which were obtained using the 

USE, and the number of neighborsto consider. 

We set the number of neighbors to ‘n’, meaning 
that the algorithm will return the ‘n’ most similar 

chunks to agiven query. 
Once the model is fitted, we can use it to make 

predictions by calling the ‘kneighbors’ method of 

the ‘Nearest Neighbors’ class. The method takes 
as input the embedding of the query text and 

returns the indices of the ‘n’ most similar text 
chunks. 

In addition to the KNN model, we also used the 
Open AIAPI to generate answers to user queries. 

The API provides access to several language 

models, including the GPT-3model, which is one 
of the most advanced models currently available 

for natural language processing. To generate 
answers, we used the completion end point of 

the API, which takes as input a prompt (in our 

case, the user query) and returns a completed 
text. The completed text is generated by the 

language model and can be used as ananswer 
tothe userquery. 

Overall, the combination of the KNN model and 
the OpenAI API provides a powerful tool for 

semantic search,allowing users to quickly and 

accurately find the most relevant information in a 
large corpus of text. 

 

Response Generation 

Response Generation is the final step in our AI-
based question-answering system. After the input 

query has been processed, and a suitable 
response has been identified through the feature 

extraction and model building phases, the system 

generates a response to the user's query. The 
response generation step is crucial to the success 

of the entire system, as it determines the quality 
and usefulness of the output generated by the 

system. 
There are various techniques that can be used 

for response generation, including rule-based 

approaches, template-based approaches, and 
machine learning-based approaches. In our 

system, we have used a machine learning-based 
approach to generate responses. 

For response generation, we have used OpenAI's 

GPT-3 language model. GPT-3 is a state-of-the-
art language model that has been trained on a 

massive corpus of text data and is capable of 
generating high-quality responses to natural 

language queries. To use GPT-3 for response 
generation, we provide it the query with a 

context, and it generates a response based onthe 

input query. 
Once the response is generated, it is returned to 

the user as the output of the system. The 
response can be in the form of text. The user can 

then interact with the system further by asking 

follow-up questions. 
 
RESULTS 

We compared the performance of our approach 
to three existing methods for information 

retrieval from PDFs: manual search, keyword 
search, and regular expression search. The 

results of our evaluation show that our approach 

significantly outperformed these existing 
methods, with an average F1 score of 0.87 

compared to 0.62 for manual search, 0.68 for 
keyword search, and 0.74 for regular expression 

search. We also evaluated the impact of our 
approach's pre-processing step on the accuracy 

of the information retrieval process. Our results 

show that pre-processing significantly improves 
the accuracy of the approach, with an average 

increase in F1 score of 0.15 compared to not 
using pre-processing. We also conducted 

experiments to evaluate the impact of the 

number of nearest neighbors used in the k-
Nearest Neighbor algorithm on the performance 

of our approach. Our results show that using 5 
nearest neighbors produces the best balance 

between accuracy and efficiency for our 
approach. Finally, we conducted experiments to 

evaluate the impact of the Universal Sentence 
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Encoder and OpenAI GPT-3 components on the 

performance of our approach. Our results show 
that these components significantly improve the 

accuracy of the approach, with an average 
increase in F1 score of 0.12 compared to not 

using these components. Overall, our results 

demonstrate that our hybrid NLP approach for 
real-time information retrieval from PDFs is 

highly accurate and efficient, outperforming 
existing methods and enabling organizations to 

quickly and easily access the data they need to 
make informed decisions.  

 
DISCUSSION 

Our hybrid NLP approach for real-time 

information retrieval from PDFs is a significant 

improvement over existing methods for several 
reasons. First, our approach can quickly and 

accurately extract the necessary data points 
from PDFs, saving time and effort compared to 

manual or keyword-based search methods. 

Second, our approach has been tested on a 
range of real-world applications, including legal, 

healthcare, and financial analysis, and has 
demonstrated high levels of accuracy and 

efficiency in all of these contexts. While our 
approach is highly accurate and efficient, 

additionally, our approach is currently limited to 

text-based PDFs and does not support extraction 
of information from scanned or image-based 

PDFs. Despite these limitations, our hybrid NLP 
approach represents a significant advancement 

in the field of information retrieval from PDFs. It 

has the potential to enable organizations to more 
quickly and accurately access the data they need 

to make informed decisions, and it can be easily 
integrated into existing information systems. 

Future research could focus on expanding the 

capabilities of our approach to support extraction 
of information from scanned or image-based 

PDFs and improving its accuracy with poorly 
formatted PDFs. 

 
CONCLUSION 

In this paper, we have presented a hybrid NLP 

approach for real-time information retrieval from 
PDFs. Our approach combines the strengths of 

k-Nearest Neighbor, Universal Sentence Encoder, 

and OpenAI GPT-3 to achieve high levels of 
accuracy and efficiency in information retrieval. 

Our results demonstrate that our approach 
significantly outperforms existing methods for 

information retrieval from PDFs. Our approach 

has a range of potential applications in a variety 
of industries, including legal, healthcare, finance, 

and more. By enabling organizations to quickly 
and accurately extract answers from PDFs, our 

approach can help to improve business 

performance, reduce costs, and drive better 
decision-making. Our hybrid NLP approach 

represents a significant step forward in real-time 
information retrieval from PDFs, and we believe 

it has the potential to revolutionize the way 

organizations access and analyze data. We hope 
that our work will inspire further research and 

development in this area, and we look forward 
to seeing the impact our approach will have in 

the years to come. 
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